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Abstract. Obstacle detection plays an important role in unmanned sur-
face vehicles (USV). Continuous detection from images taken onboard
the vessel poses a particular challenge due to the diversity of the en-
vironment and the obstacle appearance. An obstacle may be a floating
piece of wood, a scuba diver, a pier, or some other part of a shoreline. In
this paper we tackle this problem by proposing a new graphical model
that affords a fast and continuous obstacle image-map estimation from a
single video stream captured onboard a USV. The model accounts for the
semantic structure of marine environment as observed from USV by im-
posing weak structural constraints. A Markov random field framework
is adopted and a highly efficient algorithm for simultaneous optimiza-
tion of model parameters and segmentation mask estimation is derived.
Our approach does not require computationally intensive extraction of
texture features and runs faster than real-time. We also present a new,
challenging, dataset for segmentation and obstacle detection in marine
environments, which is the largest annotated dataset of its kind. Results
on this dataset show that our model compares favorably in accuracy to
the related approaches, requiring a fraction of computational effort.

1 Introduction

Obstacle detection is of central importance for lower-end small unmanned surface
vehicles (USV) used for patrolling coastal waters (see Figure 1). Such vehicles
are typically used in perimeter surveillance, in which the USV travels along
a pre-planned path. To quickly and efficiently respond to the challenges from
highly dynamic environment, the USV requires an onboard logic to observe the
surrounding, detect potentially dangerous situations, and apply proper route
modifications. An important feature of such vessel is the ability to detect an
obstacle at sufficient distance and react by replanning its path to avoid collision.
The primary type of obstacle in this case is the shoreline itself, which can be
avoided to some extent (although not fully) by the use of detailed maps and the
satellite navigation. Indeed, [1] proposed an approach that utilizes an overhead
image of the area obtained from Google maps to construct a map of static
obstacles. But such an approach cannot handle a more difficult class of dynamic
obstacles that do not appear in the map (e.g., boats, buys and swimmers).

A small USV requires ability to detect near-by and distant obstacles. The de-
tection should not be constrained to objects that stand out from the water, but
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Fig. 1. Images captured from the USV split into three semantically different regions
(left) and our approach for obstacle image-map estimation (right).

should also detect flat objects, like debris or emerging scuba divers, etc. Opera-
tion in shallow waters and marinas constrains the size of USV and prevents the
use of additional stabilizers. This puts further constraints on the weight, power
consumption, types of sensors and their placement. Cameras are therefore be-
coming attractive sensors for use in low-end USVs due to their cost-, weight-
and power-efficiency and a large field of view coverage. This presents a challenge
for development of highly efficient computer vision algorithms tailored for ob-
stacle detection in a challenging environments that the small USVs face. In this
paper we address this challenge by proposing a segmentation-based algorithm
for obstacle-map estimation that is derived from optimizing a new well-defined
graphical model and runs at over 70fps in Matlab on a single core machine.

1.1 Related work

The problem of obstacle detection has been explicitly or implicitly addressed
previously in the field of unmanned ground vehicles (UGV). In a trail-following
application [2] use an omnidirectional camera to detect trail as a region that
is most contrasted to its surrounding, however, dynamic obstacles are not ad-
dressed. [3, 4] address the problem of low-proximity road detection of laser scan-
ners by bootstrapping color segmentation with the laser output. The proximal
road points are detected by laser, projected to camera and used to learn a Gaus-
sian mixture model which is in turn used to segment the rest of the image
captured by the camera. Combined with horizon detection [5], this approach
significantly increases the distance at which the obstacles on the road can be
detected. Alternatively, [6] casted the obstacle detection as a labelling task in
which they employ a bank of pre-trained classifiers to 3D point clouds and a
Markov random field to account for the spatial smoothness of the labelling.

Most UGV approaches for obstacle detection explicitly or implicitly rely on
ground plane estimation from range sensors and are not directly applicable to
aquatic environments encountered by USV. Scherer et al. [7] propose a water
detection algorithm using a stereo bumblebee camera, IMU/GPS and rotating
laser scanner for navigation on a river. Their system extracts color and texture
features over blocks of pixels and eliminates the sky region using a pre-trained
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classifier. A horizon line, obtained from the onboard IMU, is then projected
into the image to obtain samples for learning a color distribution of the regions
below and above horizon, respectively. Using these distributions, the image is
segmented and results of the segmentation are used in turn, after additional
postprocessing steps, to train a classifier. The trained classifier is fused with a
classifier from the previous frames and applied to the blocks of pixels to detect
the water region. This system relies heavily on the quality of hardware-based
horizon estimation, accuracy of pre-trained sky detector and the postprocessing
steps. The authors report that the vision-based segmentation is not processed
onboard, but requires special computing hardware, which makes it below a re-
altime segmentation at constrained processing power typical for small USVs.

Some of the standard range sensor modalities for autonomous navigation in
maritime environments include radar [8], sonar [9] and ladar [10]. Range scanners
are known to poorly discriminate between water and land in the far field [11],
suffer from angular resolution and scanning rate limitations, and poorly per-
form when the beam’s incidence angle is not oblique with respect to the water
surface [12, 13]. Several researchers have thus resorted to cameras [14, 15, 10, 16,
17, 13] for obstacle and moving object detection instead. To detect dynamic ob-
jects in harbor, [14] assume a static camera and apply background subtraction
combined with motion cues. However, background subtraction cannot be ap-
plied to a highly dynamic scenes encountered on a moving USV. [17] attempt to
address this issue using stereo systems, but require large baseline rigs that are
less appropriate for small vessels due to increased instability and limit process-
ing of near-field regions. Santana et al. [13] apply fusion of Lukas Kanade local
trackers with color oversegmentation and a sequence of k-means clusterings on
texture features to detect water regions in videos. Alternatively, [15, 16] apply a
low-power solution using a monocular camera for obstacle detection. They first
detect the horizon line and then search for a potential obstacle in the region
below the horizon. A fundamental drawback of [15, 16] is that they approximate
the edge of water by a horizon line and cannot handle situations in coastal wa-
ters, close to the shoreline or in marina. At that point, the edge of water does not
correspond to the horizon anymore and can be no longer modeled as a straight
line. Such cases call for more general segmentation approaches.

Many unsupervised segmentation approaches have been proposed in liter-
ature. Khan and Shah [18] use optical flow, color and spatial coordinates to
construct features which are used in single Gaussians to segment a moving ob-
ject in video. [19] have proposed a graph-theoretic clustering to perform seg-
mentation of color images into visually-coherent regions. The assumption that
the neighboring pixels likely belong to the same class is formally addressed in
the context of Markov random fields (MRF) [20, 21]. [22] have extended the
conditional random fields with dynamic models and perform the inference for
object detection and labeling jointly in videos. The random field frameworks [23]
have proven quite successful for addressing the semantic labeling tasks and re-
cently [24] have shown that structural priors between classes further improve
the labeling. The approaches like [22] use high-dimensional features composed
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of color and texture at multiple scales and object-class specific detectors to seg-
ment the images and detect the objects of interest. In our scenarios, the possible
types of dynamic obstacles are unknown and vary significantly in appearance.
Thus object-class specific detectors are not suitable. Recently, Alpert et al. [25]
have proposed an approach that starts from a pixel level and gradually con-
structs visually-homogenous regions by agglomerative clustering. They achieved
impressive results on a segmentation dataset in which an object was occupying
a significant portion of an image. Unfortunately, since their algorithm incremen-
tally merges regions, it is too slow for online application even at moderate image
sizes. An alternative to starting the segmentation from pixel level is to start from
an oversegmented image such that pixels are grouped into superpixels [26]. Li
et al. [27] have proposed a segmentation algorithm that uses multiple superpixel
oversegmentations and merges their result by a bipartite graph partitioning to
achieve state-of-the-art results on a standard segmentation dataset. However, no
prior information is provided to favor certain types of segmentations in specific
scenes.

1.2 Our approach and contributions

We pursue a solution for obstacle detection that is based on concepts of im-
age segmentation with weak semantic priors on the expected scene composition.
Figure 1 shows typical images captured from a USV. While the images signif-
icantly vary in appearance, we observe that each image can be split into three
semantic regions roughly stacked one above the other, implying a structural re-
lation between the regions. The bottom region represents the water, while the
top region represents the sky. The middle component can represent either land,
parked boats a haze above horizon or a mixture of these.

Our main contribution is a graphical model for structurally-constrained
semantic segmentation with application to USV obstacle-map estimation. The
generative model assumes a mixture model with three Gaussian components for
the dominant three image regions and a uniform component for explaining the
outliers, which may constitute an obstacle in the water. We propose a graphical
model with weak priors on the mixture parameters and a MRF over the prior
as well as posterior pixel-class distributions to favor smooth segmentations. We
derive an EM algorithm for the proposed model and show that the resulting
optimization achieves a fast convergence at a low computational cost, without
resorting to a specialized hardware. A similar segmentation model was proposed
in [28], but their model requires a manually set variable, does not apply priors
and is not derived from a single density function.

We apply this model to obstacle image-map estimation in USVs. The pro-
posed model acts directly on color image and does not require expensive extrac-
tion of texture-based features. Combined with efficient optimization, this results
in faster than realtime segmentation and obstacle-map estimation. Our approach
is outlined in Figure 1. The semantic model is fitted to the input image, after
which each pixel is classified into one of the four classes. All the pixels that do
not correspond to the water component are deemed to be a part of an obstacle.
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Figure 1 shows a detection of a dynamic obstacle (buoy) and of a static obstacle
(shoreline).

Our second contribution is a marine dataset for semantic segmentation
and obstacle detection, and the performance evaluation methodology. To our
knowledge this will be the largest annotated publicly available marine dataset
of its kind up to date. The remainder of the paper is structured as follows.
In Section 2 we derive our semantic generative model, in Section 3 we present
the obstacle detection algorithm, in Section 4 we experimentally analyze the
algorithm on an extensive dataset and draw conclusions in Section 5.

2 The semantic generative model

We consider the image as an array of measured values Y = {yi}i=1:M , in which
yi ∈ Rd is a d dimensional measurement, a feature vector, at the i-th pixel in an
image with M pixels. As we detail in the subsequent sections, the feature vector
is composed of pixel’s color and image coordinates. The probability of the i-th
pixel feature vector is modelled as a mixture model with four components – three
Gaussians and a single uniform component:

p(yi|Θ) =

3∑
k=1

φ(yi|µk, Σk)πik + U(yi)πi4, (1)

where Θ = {µk, Σk}k=1:3 are the means and covariances of the Gaussian kernels
φ(·|µ,Σ) and U(·) is a uniform distribution. The i-th pixel label xi is an unob-
served random variable governed by the class prior distribution πi = [πi1, . . . , πi4]
with πi1 = p(xi = i1). The three Gaussian components represent the three dom-
inant semantic regions in the image, while the uniform component represents the
outliers, i.e., pixels that do not likely correspond to any of the three structures.
To encourage segmentations into three approximately vertically aligned seman-
tic structures, we define a set of priors ϕ0 = {µµk

, Σµk
}k=1:3 for the mean values

of the Gaussians, i.e., p(Θ|ϕ0) =
∏3
k=1 φ(µk|µµk

, Σµk
). To encourage smooth

segmentations, the priors πi as well as posteriors over the pixel class labels, are
treated as random variables, which form a Markov random field. Imposing the
MRF on the priors and posteriors rather than pixel labels allows effectively in-
tegrating out the labels, which leads to a well-behaved class of MRFs [28] that
avoid image reconstruction during parameter learning. The resulting graphical
model with priors is shown in Figure 2.

Let π = {πi}i=1:M denote the set of priors for all pixels. Following [20] we
approximate the joint distribution over the priors as p(π) ≈

∏
i p(πi|πNi), and

πNi is a mixture distribution over the priors of the i-th pixel’s neighbors, i.e.,
πNi

=
∑
j∈Ni,j 6=i λijπj , where λij are fixed positive weights such that for each

i-th pixel
∑
j λij = 1. The potentials in the MRF are defined as p(πi|πNi

) ∝
exp (− 1

2E(πi, πNi
)) with E(πi, πNi

) = D(πi ‖ πNi
) + H(πi). The term D(πi ‖

πNi
) is the Kullback-Leibler divergence which penalizes the differences between

prior distributions over the neighboring pixels (πi and πNi
), while the term H(πi)
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Fig. 2. The graphical model (left) with weak priors on three semantic components
(right).

is the entropy and penalizes uninformative priors πi. The joint distribution for
the graphical model in Figure 2 can be written as

p(Y, Θ, π|ϕ0) =

M∏
i=1

p(yi|Θ,ϕ0)p(Θ|ϕ0)p(πi|πNi). (2)

Diplaros et al. [28] argue that improved segmentations can be achieved by also
considering an MRF directly on the pixel posterior distributions by treating the
posteriors as random variables P = {pi}i=1:M , where the components of pi are
defined as pik = p(xi = k|Θ,yi, ϕ0), computed by Bayes rule from p(yi|xi =
k,Θ) and p(xi = k). We can write the posterior over P as p(P|Y, Θ, π, ϕ0) ∝∏M
i=1 exp(− 1

2E(pi,pNi)), where pNi is a mixture defined in the same spirit as
πNi

. The joint distribution can now be written as

p(P,Y, Θ, π|ϕ0) ∝ exp[

M∑
i=1

log p(yi, Θ|ϕ0)− 1

2
(E(πi, πNi

) + E(pi,pNi
))], (3)

Due to coupling between πi/πNi
and pi/pNi

the optimization of (3) is not
straightforward. We therefore introduce auxiliary variables qi and si and take
the logarithm, which results in the following cost function

F =

M∑
i=1

[log p(yi, Θ|ϕ0)− 1

2
(D(si‖πi ◦ πNi) +D(qi‖pi ◦ pNi))], (4)

where ◦ is the Hadamard (component-wise) product. Note that when qi ≡ pi
and si ≡ πi, (4) reduces to (3) (ignoring the constant terms). Maximization of
F can now be achieved in an EM-like fashion. In the E-step we maximize F
w.r.t. qi, si, while the M-step maximizes over the parameters Θ and π. We can
see from (4) that the F is maximized w.r.t qi and si when the divergence terms
vanish, therefore, sopti = ξsiπi ◦ πNi , q

opt
i = ξqipi ◦ pNi , where ξsi and ξqi are

the normalization constants.
The M-step in not as straightforward, since direct optimization over Θ and

π is intractable and we resort to maximizing its lower bound. We define ŝi =
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(si + sNi
) and q̂i = (qi + qNi

) and by Jensen’s inequality lower-bound the
divergence terms as

−D(si‖πi ◦ πNi) ≥ ŝTi log πi ; −D(qi‖pi ◦ pNi) ≥ q̂Ti logpi, (5)

where we have ignored the terms independent of πi and pi. Substituting (5) into
(4) and collecting the relevant terms yields the following lower bound on the
cost function (4)

F̂ =

M∑
i=1

[
1

2
(qi + qNi)

T log(pip(Θ|ϕ0)) +
1

2
(ŝi + q̂i)

T log πi]. (6)

Differentiating (6) w.r.t., πi and applying a Lagrange multiplier with the con-
straint

∑
k πik = 1, we see that F̂ is maximized at πopt

i = 1
4 (ŝi + q̂i). Differenti-

ating (6) w.r.t. the means and covariances of Gaussians, we obtain

µopt
k = β−1k [Λk(

M∑
i=1

q̂iky
T
i )Σ−1k − µ

T
µk
Σ−1µk

]T , (7)

Σopt
k = β−1k

M∑
i=1

q̂ik(yi − µk)(yi − µk)T , (8)

where we have defined βk =
∑M
i=1 q̂ik and Λk = (Σ−1k + Σ−1µk

)−1. An appeal-
ing property of the model (4) is that its E-step can be efficiently implemented
through convolutions and Hadamard products. Recall that the calculation of the
i-th pixel’s neighborhood prior distribution πNi

entails a weighted combination
of the neighboring pixel priors πj . Let π·k be the k-th component priors arranged
in a matrix of image size. Then the neighborhood priors can be computed by the
following convolution πN·k = π·k ∗λ, where λ is a discrete kernel with its central
element set to zero and its elements summing to one. Let ŝ·k, q̂·k and p·k be
the image-sized counterparts corresponding to sets of distributions {ŝi}i=1:M ,
{q̂i}i=1:M and {pi}i=1:M , respectively, and let λ1 denote the kernel λ in which
the central element is set to one. Then the calculation of the k-th component
priors πopt

·k for all pixels in the E-step can be written as

ŝ·k = (ξs· ◦ π·k ◦ (π·k ∗ λ)) ∗ λ1,
q̂·k = (ξq· ◦ p·k ◦ (p·k ∗ λ)) ∗ λ1,

πopt
·k = (ŝ·k + q̂·k)/4. (9)

The EM procedure for fitting our generative model to the input image is sum-
marized in Algorithm 1.

3 Obstacle detection

We formulate the obstacle detection as a problem of estimating an image obstacle
map, i.e., determining the pixels in the image that correspond to the sea while all
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Algorithm 1 : The EM algorithm for the segmentation model.

Require:
Pixel features Y = {yi}i=1:M , priors ϕ0, initial values for Θ and π.

Ensure:
The estimated parameters πopt, Θopt and the smoothed posterior {q̂·k}k=1:4.

Procedure:
1: Calculate the pixel posteriors p·k using the current estimates of π and Θ for all k

(1).
2: Calculate the new pixel priors πopt

·k for all k using (9).
3: Calculate the new parameter values Θ using (7) and (8).
4: Iterate steps 1 to 3 until convergence.

the remaining pixels represent the potential obstacles. We therefore first fit our
semantic model from Section 2 to the input image and estimate the smoothed a
posteriori probability distribution q̂ik across the four semantic components for
each pixel. An i − th pixel is classified as water if the corresponding posterior
q̂ik reaches maximum for the water component among all four components. In
our setting the component indexed by k = 1 corresponds to water region, which
results in the labeled image B with the i-th pixel label bi defined as

bi =

{
1 ; arg maxk q̂ik = 1
0 ; otherwise

. (10)

Retaining only the largest connected region in the image B results in the current
obstacle image map B̂t. All blobs of non-water pixels within the connected water
region are proclaimed as potential obstacles in the water. This is followed by a
nonmaxima suppression stage which merges detections that are located in close
proximities (e.g., due to object fragmentation) to reduce multiple detections of
the same obstacle. The water edge is extracted as the longest connected outer
edge of the connected region corresponding to the water. Note also that the
Algorithm 1 requires initial values for the parameters Θ and π. We exploit the
continuity of sequential images in the videostream by taking the parameter values
of the converged model from the previous time-step for initialization of the EM
algorithm in the current time-step. The obstacle detection is summarized in
Algorithm 2 and visualized in Figure 1.

4 Experiments

4.1 Implementation details

In our application, the measurement at each pixel is encoded by a five-dimensional
feature vector yi = [ix, iy, ih, is, iv], where (ix, iy) are the i-th pixel coordinates
and the (ih, is, iv) are the pixel’s HSV color channels. We have also determined
that we achieve sufficiently good obstacle detection by performing detection on
a reduced-size image of 50×50 pixels and then rescale the results to the original
image size. This drastically speeds up the algorithm to approximately 14ms per
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Algorithm 2 : The obstacle image map estimation and obstacle detection.

Require:
Pixel features Y = {yi}i=1:M , priors ϕ0, estimated model from previous time-step
Θt−1 and q̂t−1.

Ensure:
Obstacle image map B̂t, water edge et, detected objects {oi}i=1:Nobj , model pa-
rameters Θt and q̂t.

Procedure:
1: Initialize the parameters of Θt and πt by Θt−1 and q̂t−1.
2: Apply the Algorithm 1 and priors ϕ0 to fit the model Θt and q̂t to the input data

Y.
3: Calculate the new obstacle image map B̂t and for interpretation also the water

edge et and the obstacles in water {oi}i=1:Nobj .

frame in our experiments. The uniform distribution component in (1) is defined
over the image pixels domain and returns equal probability for each pixel. In our
rescaled image this means that U(yi) = 1

502 at each pixel. The only constraint
on the convolution kernel λ (9) is that the central element is set to zero and
all elements sum to one. We use a Gaussian kernel with central element set to
zero and set the size of the kernel to 2% of image size, which results in a 3 × 3
pixels kernel. The spatial components in the feature vector play a dual role. On
one hand they encode region texture through spatial correlation of colors. On
the other hand they lend means to weakly constraining the Gaussian compo-
nents such that they reflect the three dominant semantic image parts. This is
achieved by the weak priors p(Θ|ϕ0) =

∏3
k=1 φ(µk|µµk

, Σµk
) on the Gaussian

means. The weak priors were estimated from a few typical images captured from
the boat that highly varied in appearance and geometry and were not used for
the testing phase. Figure 2 visualizes the spatial components of the weak priors.
All parameters were kept constant in the experiments1.

4.2 Marine obstacle detection dataset (Modd)

The marine obstacle detection dataset consists of 12 video sequences, providing
in total 4454 fully annotated 640 × 480 frames. The video sequences have been
recorded from different platforms, but from a vantage point that is consistent
with the limitations of the small (under 2 meter) USV (see, e.g., Figure 1). The
Axis 207W camera was placed approximately 0.7 m above the water surface,
looking in front of the vehicle, with an approximately 55◦ field of view. Camera
has been set up to automatically adjust to the variations in lighting conditions.
Video sequences have been acquired on different times under different weather
conditions. Each frame is annotated manually by a polygon denoting the edge
of water and bounding boxes are placed on large obstacles (those that straddle

1 For research purposes, we will provide the reference Matlab code of our approach,
including the evaluation routines from the authors page.
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the water edge) and small obstacles (those that are fully surrounded by water).
See Figure 3 for illustration.

4.3 Performance evaluation

The performance evaluation methodology was designed to reflect the two distinct
challenges that the USV faces: the water edge (shoreline or horizon) detection
and obstacle detection. The former is measured as the root mean square error
(RMSE) in water edge position (Edg), and the latter is measured via the ef-
ficiency of small object detection, expressed as precision (Prec), recall (Rec),
F-score (F ) and the average number of false positives per frame (aFP ).

Fig. 3. Scene representation in Modd dataset.

The following protocol is used to evaluate RMSE in water edge estimation.
Areas where large obstacles intersect the ground truth water edge are removed.
Note that, given the scene representation (Figure 3), one cannot distinguish
between large obstacles (e.g. large ships) and stationary elements of the shore
(e.g. small piers). This way, a refined water edge was generated. For each pixel
column in the full-sized image, a distance between water edge, as given by the
ground truth and as determined by the algorithm is calculated. These values are
averaged across all frames and videos and are shown in Table 1 as Edg.

The evaluation of object detection follows the recommendations from PAS-
CAL VOC challenges [29], with small, application-specific modification: all small
obstacles (provided as a ground truth or detected) that are closer to the anno-
tated water line than 5% of image height, are discarded prior to evaluation on
each frame. This was done to ensure fair competition in situations where a de-
tection may oscillate between fully water-enclosed obstacle, and the ”dent” in
the shoreline. This is also consistent with the problem of obstacle avoidance –
the USV is not concerned with avoiding small objects appearing right at the
water edge. In counting false positives (FP), true positives (TP) and false nega-
tives (FN), we followed the methodology of PASCAL VOC, with the minimum
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overlap set to 0.3. FP, TP and FN are used to calculate precision (Prec), recall
(Rec), F-score (F ) and average false positives per frame (aFP ).

4.4 Results

In the following we denote our semantic-segmentation-based obstacle image-map
estimation algorithm as SSM. To evaluate how much each part of our model con-
tributes to performance, we have also implemented two variants of our approach,
which we denote by UGM and UGMcol. In contrast to SSM, the UGM and
UGMcol do not use the MRF constraints and are in this respect only mixtures of
a uniform pdf and three Gaussians with priors on their means. A further differ-
ence between UGM and UGMcol was that UGMcol ignored spatial information
in visual features and relied only on color.

Note that SSM is conceptually similar to the Grab-cut algorithm [30], with
two distinct differences. In contrast to the user-provided bounding box in [30],
the SSM’s weak supervision comes from the initialization of the parameters from
the previous time-step and from the weak priors. The second distinction is that
our approach does not explicitly calculate the segmentation mask to refine the
mixture model. To further evaluate the MRF framework of our obstacle-map
estimation algorithm, we have implemented a variant of our approach in which
we apply a graph-cut [31] after each EM epoch to segment the image into a
water/non-water mask. This mask is then used as in Grab-cut to refine the mix-
ture model. We use exactly the same weakly-constrained mixture model as in
SSM for fair comparison and denote this approach by GC. We have compared our
approach also to the general segmentation approaches, namely the superpixel-
based approach from Li et al. [27], SPX, and a graph-based segmentation algo-
rithm from Felzenswalb and Huttenlocher [19], FZH. For fair comparison, all the
algorithms were executed on the 50 × 50 images. We have experimented with
the parameters of GC and FZH and have set them to optimal performance for
our dataset. Since FZH was designed to run on larger images we have also per-
formed the experiments for FZH on full-sized images – we denote this variant
by FZHfull. All experiments were performed on a PC with 3.06 GHz Intel Xeon
E5-1620 CPU in a single thread. The results are summarized in Table 1.

A Matlab implementation of SSM performed at rate higher 70 frames per
second. Most of the processing was spent on fitting our semantic model and
obstacle-map estimation (10ms), while 4ms was spent on the obstacle detec-
tion. For fair comparison of segmentation algorithms, we report in the Table 1
only the times required for the obstacle-map estimation. Although note that the
obstacle detection part did require more processing time for the methods that
delivered poor segmentation masks with more false positives. On average, our
EM algorithm in SSM converged in three iterations. Note that the graph cut
routine in GC SPX and the FZH were implemented in C and interfaced to Mat-
lab, while all the other variants were entirely implemented in Matlab. Therefore,
the computational time results for segmentations are not directly comparable
among the methods, but still offer a level of insight.
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Table 1. Performance evaluation on Modd. The table shows edge of water estima-
tion error, precision, recall, F measure, average false positives and segmentation time,
denoted by Edg, Prec, Rec, F , aFP , Time, respectively. The brackets show standard
deviation where available.

Edg[pix] Prec Rec F aFP Time[ms]

SSM 10.8(8.9) 0.794 0.771 0.771 0.062 10(2)
GC 28.0(23.4) 0.555 0.736 0.606 0.348 15(3)
UGM 30.2(23.6) 0.524 0.738 0.575 0.525 11(2)
UGMcol 31.5(22.5) 0.118 0.490 0.177 2.692 11(3)
FZH 86.0(62.0) 0.728 0.525 0.554 0.043 16(1)
FZHfull 36.2(40.9) 0.440 0.802 0.529 0.621 200(3)
SPX 63.6(35.3) 0.007 0.001 0.001 0.079 55(1)

Fig. 4. Examples of water segmentation and obstacle detection. The detected edge-of-
water is shown in green, while obstacles are shown as yellow rectangles. For each image
we also show the spatial part of the three semantic components as three Gaussian
ellipses and the portion of the image segmented as water in blue. Failure cases are
shown in the bottom row with miss- and false detections.
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From the results in Table 1 we can observe that the SSM outperformed all
competing approaches by all measures. When FZHfull was run on full-sized im-
ages its recall improved compared to 50× 50 image size version, but precision of
object detection decreased, the false positive rate increased and the processing
speed decreased by a factor of 10. Compared to GC, our approach delivered
superior performance by all measures at comparable speed. This speaks of ad-
vantage of the continous optimization in the MRF used in our model compared
to the standard MRF on pixel labels that requires binarization by cuts. By far
the worst performance was for the SPX, the reason being that the resulting
segmentations were too general for the problem at hand.

The improved performance of SSM can be attributed exclusively to our care-
fully designed graphical model. This is evident from the results of UGM in which
we have ignored the MRF constraints. We observe a significant drop in perfor-
mance, especially precision. The performance further drops with UGMcol, which
implies that spatial components in the feature vectors bear important informa-
tion for proper segmentation. Figure 4 shows examples of segmentation maps
from our approach, the spatial part of the Gaussian mixture and the detected
objects in water. The appearance of water varies significantly between the var-
ious scenes, and the same is true for the other two semantic components. The
images also vary in the scene composition in that the vertical position as well as
the attitude of the water edge vary significantly. Nevertheless, the model is able
to adapt well to these compositions and successfully decomposes the scene into
obstacles and fairly well delineates the water edge. The bottom row shows failure
cases. The first three images show failure when the object in water is detected
as part of the above-water region. Note that in these cases the USV will still
successfully avoid collision, but such detection represents a false negative in our
performance evaluation. The rightmost two images show the performance when
the boat is facing direct sunlight that causes significant glitters on the water
surface. Even in these harsh conditions the model is able to interpret the scene
well enough with few false obstacle detections.

5 Discussion and conclusion

A graphical model for semantic segmentation of marine scenes was presented
and applied to USV obstacle-map estimation. The model exploits the fact that
scenes a USV encounters may be decomposed into three dominant visually- and
semantically-distinctive components, one of which is the water. The appearance
is modelled by a mixture of Gaussians and accounts for the outliers by a uni-
form component. The geometric structure is enforced by placing weak priors
over the component means. A MRF model is applied on prior and posterior
pixel-label distribution to account for the interactions across neighboring pixels.
An EM algorithm is derived for fitting the model to image, which affords fast
convergence and efficient implementation. The proposed model directly applies
straight-forward features, i.e., color channels and pixel positions and avoids po-
tentially slow extraction of more complex features. Nevertheless, the model is
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general enough to be directly applied without modifications to any other fea-
tures. Results show excellent performance compared to related segmentation
approaches and exhibits improved performance in terms of segmentation accu-
racy as well as speed.

Note that [32] have proposed an approach for inference in image segmentation
that segments urban area images into three-strip segmentations by a dynamic
program. In contrast to our approach, [32] only address the labeling part of the
segmentation and require precomputed per-pixel label confidences. The resulting
segmentation contains a homogenous bottom region, which prevents detection
of obstacles without further re-processing the features of the bottom pixels. Our
approach jointly learns the component appearance, estimates the per-pixel class
probabilities, and estimates the segmentation within a single online framework,
by optimizing a well-defined graphical model. Some related maritime segmen-
tation approaches [15, 16, 7] rely on good horizon estimation to approximate
the water edge, which makes them inapplicable to coastal regions. Note that in
coastal regions, the water edge does not correspond to horizon and due to variety
of shore line and piers takes shapes far from a straight line. Our graphical model
does not make such a strict assumption which makes it applicable to off-shore as
well as coastal regions. Nevertheless, the graphical model is still general enough
to enable direct incorporation of externally measured horizon line along with its
uncertainty if available.

As our second contribution, we have presented a new real-life marine seg-
mentation dataset. This will be the largest publicly-available dataset of its kind
to date. The experimental results show that the proposed algorithm performs
favorably compared to the related solutions. While the algorithm provides high
detection rates at low false positives it does so with a low processing time (our
current C++ implementation of SSM runs close to 200fps). Fast performance is
of crucial importance for real-life implementations on USVs, as it allows the use
in onboard embedded controllers and low-cost embedded, low-resolution cam-
eras. In future work we will explore possibilities of porting our algorithm to such
an embedded sensor. Since our optimization can be highly parallelized, we will
explore this avenue in GPUs, which are becoming increasingly present in many
modern embedded devices. Another avenue of further research will be analysis
of additional low-level features for computation of better segmentation, addition
of other modalities and extension to fast stereo systems, which may be feasible
due to considerable computational speed of the proposed algorithm.
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